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The practical use of the average and difference intensities of Friedel opposites at

different stages of structure analysis has been investigated. It is shown how these

values may be properly and practically used at the stage of space-group

determination. At the stage of least-squares refinement, it is shown that

increasing the weight of the difference intensities does not improve their fit to

the model. The correct form of the coefficients for a difference electron-density

calculation is given. In the process of structure validation, it is further shown that

plots of the observed and model difference intensities provide an objective

method to evaluate the fit of the data to the model and to reveal insufficiencies

in the intensity measurements. As a further tool for the validation of structure

determinations, the use of the Patterson functions of the average and difference

intensities has been investigated and their clear advantage demonstrated.

1. Introduction

It is the main contention of this paper that the differences in

intensity between Friedel opposites hkl and hkl are at present

insufficiently exploited in small-molecule single-crystal struc-

ture analysis. This neglect shows itself at various stages of

structure analysis. Here we concern ourselves with space-

group determination, least-squares refinement, electron-

density calculation and structure validation. Current practice

is to regard Friedel differences only of interest in the deter-

mination of absolute structure, but by selected examples we

show that there is a far wider domain of applicability.

The simple technique applied is that, rather than working

directly with the observed and model values of |F(hkl)|2 and

|F(hkl)| 2, we prefer to use their average (A) and difference

(D) values given by

AðhklÞ ¼ 1
2 jFðhklÞj2 þ jFðhklÞj2
� �

; ð1Þ

DðhklÞ ¼ jFðhklÞj2 � jFðhklÞj2: ð2Þ

This leads naturally to the Bijvoet ratio defined by

� ¼ hD2i
1=2
=hAi ð3Þ

as the ratio of the root-mean-square value of D to the mean

value of A. In a structure analysis, two independent estimates

of the Bijvoet ratio are available. The first arises from

considerations of intensity statistics through the analysis of an

ensemble of random structures (Flack & Shmueli, 2007;

Shmueli et al., 2008; Shmueli & Flack, 2009) leading to the

definition of the Bijvoet ratio as a value called Friedifstat,

Friedifstat ¼ 2� 104
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In equation (4) the numerator and denominator are propor-

tional, respectively, to the root-mean-square value of D and

the mean value of A. One needs only to know the chemical

composition of the compound and the wavelength of the

X-radiation used to evaluate equation (4). Friedifstat has many

interesting properties, not the least being that a pair of

different atoms of the same chemical element make a contri-

bution of zero to the numerator. Friedifstat takes values around

1000 for a compound with atoms some of which are strong

resonant scatterers, whereas for a compound containing only

light chemical elements (Z < 10) Friedifstat falls well below 100.

The second estimate of the Bijvoet ratio, Friedifobs, is obtained

from the observed diffraction intensities. Flack & Bernardi-

nelli (2008) (hereafter FB2008) made an initial study of

Friedifobs in practical applications and this is more fully

developed in x3 of the current paper.

The use of A(hkl) and D(hkl) instead of |F(hkl)|2 and

|F(hkl)|2 imposes certain restrictions on the intensity data. For

acentric reflections one needs to have measured both hkl and

hkl, whereas for centric reflections only one of the pair is

necessary. In order to assign a reflection as being acentric or

centric, and to identify its symmetry-equivalent reflections, the

crystal point group has to be known. Now the latter is usually

only definitely determined during the process of crystal

structure determination. Consequently the best approach is to



measure a whole sphere of reflections out to a chosen reso-

lution limit. The next most satisfactory way is to measure a

complete asymmetric unit of reflections hkl of the Laue class

(identified from the lattice metric and point-group symmetry

of reciprocal space) together with their exact Friedel opposites

hkl. In relation to reflections, the terms acentric and centric

are defined in Shmueli & Flack (2009) and tables are provided

therein to classify reflections according to point group.

Concerning the order of the sections in this paper, we have

chosen the way in which they would arise in structure analysis.

The only exception is x2 on the comparison of Dobs and Dmodel,

properly part of structure validation, which, because of its

importance in the other sections of the work, is presented

directly after this introduction. In this paper, equations are

written in an expanded form with respect to our previous work

in an attempt to make them accessible to a wider audience.

Moreover, contrary to our previous approach, the real part of

the resonant scattering contribution is included explicitly.

2. Comparing Dobs and Dmodel

We have re-examined the structure determinations presented

in x3 and Tables 3, 4 and 5 of FB2008. It turned out that a

fruitful way of presenting and analysing the data had escaped

our attention at that time. The method that we now demon-

strate consists of plotting Dobs versus Dmodel. For the reader’s

information, we recall that the non-centrosymmetric structure

determinations used by FB2008 were mainly published in Acta

Crystallographica B, C and E in the first months of 2007.

Consequently files containing the intensity data were avail-

able. In the course of this work we have studied these structure

analyses with a very critical eye and our comments are

collected together in the supplementary material accom-

panying this paper.1 None of these structures are mentioned in

Marsh (2009) as having an incorrect space-group assignment

nor have they been retracted from publication (Harrison et al.,

2010; IUCr Editorial Office, 2010).

We arranged these structure determinations in order of

increasing RD, a conventional R factor on the values of D,

RD ¼
Ppaired acentric

hkl

jDobsðhklÞ �DmodelðhklÞj=
Ppaired acentric

hkl

jDobsðhklÞj

ð5Þ

(see Table 5 and Glossary of FB2008). Compounds are iden-

tified by their CSD refcodes (see Table 1). Values of RD range

from 40.2% for EZEQAB to 100% for SEZPUJ. For each

structure determination, the plots were prepared so that the

range and dimensions of the Dobs and Dmodel axes were always

identical. In some plots the data were limited to specified

ranges of Aobs. Other structure determinations of our own, not

described here, confirmed the behaviour of the data sets of

FB2008.

Fig. 1 shows plots of Dobs versus Dmodel for EZEQAB which

has the lowest RD value in FB2008. For Fig. 1(a) all data are

presented, whereas for Fig. 1(b) only data with Aobs < 1% Amax

and for Fig. 1(c) only data with Aobs > 10% Amax are

presented. The value of RA, a conventional R factor on the

values of A,

RA ¼
Ppaired acentric

hkl

jAobsðhklÞ � AmodelðhklÞj=
Ppaired acentric

hkl

jAobsðhklÞj

ð6Þ

(see Table 5 and Glossary of FB2008), is 1.2% and that of RD is

40.2%. All three graphs show that the data points follow a

straight line of slope 1 (i.e. at 45� to the two axes) passing

through the origin. The ranges of data values in Dobs and

Dmodel are closely similar. Moreover, there is no change of
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Table 1
Structure determinations taken from FB2008.

REFCODE is either that of the CSD (Cambridge Structural Database;
Allen, 2002) or a local code beginning with 9. RF is the unweighted R
factor given in the original publication of the structure as a percentage.
RA =

Ppaired acentric
hkl jAobsðhklÞ � AmodelðhklÞj=

Ppaired acentric
hkl jAobsðhklÞj is an

unweighted R factor on the Friedel average intensities as a percentage.
RD =

Ppaired acentric
hkl jDobsðhklÞ �DmodelðhklÞj=

Ppaired acentric
hkl jDobsðhklÞj is an

unweighted R factor on the Friedel-difference intensities as a percentage.
The Flack parameter is defined in Flack (1983). Friedif are values of the
Bijvoet ratio defined by equation (3). Friedifstat, the value calculated from the
chemical composition and the wavelength, is defined by equation (4) at sin �/�
= 0. Friedifobs, a value calculated from the observed intensity data, is described
in full in x3. The upper part of the table (EZEQAB to CICYIX) contains
compounds with a good fit of Dobs to Dmodel and low values of RD . The lower
part of the table (KEXYOC to YIFZAP) contains compounds with a bad fit of
Dobs to Dmodel and high values of RD . The middle part of the table (METSIO
to RIGMAW) contains compounds with an intermediate fit of Dobs to Dmodel.

REFCODE RF (%) RA (%) RD (%)
Flack
parameter Friedifstat Friedifobs

EZEQAB 3.6 1.2 40.2 �0.03 (11) 86 291
YIDJIF 2.5 4.4 45.8 0.041 (5) 700 736
WIGWUF 3.2 5.2 47.8 �0.016 (10) 937 1374
GIHKEO 3.4 4.3 52.7 �0.018 (12) 949 1290
XICNED 1.5 2.8 52.7 0.012 (7) 421 779
TICFIV 2.1 3.0 54.1 �0.01 (2) 370 866
CICXES 3.2 4.1 56.0 0.015 (8) 386 505
METWIS 2.8 4.1 65.2 0.010 (10) 570 267
GIHDAD 2.3 3.7 70.6 0.0620 (10) 802 945
CICYIX 1.8 3.2 71.0 �0.002 (17) 314 501

METSIO 3.4 3.6 57.1 �0.021 (3) 1351 1577
TIBCAJ 4.4 4.1 62.8 �0.039 (14) 1258 2288
9BER01 2.8 3.2 66.2 0.00 (3) 172 299
RIHMUR 1.7 2.0 72.5 �0.02 (3) 198 320
CIKCUV 2.3 3.7 78.2 �0.05 (4) 119 228
PIFDOY 3.1 4.9 81.5 0.011 (19) 531 623
PEFXII 2.5 1.8 84.8 �0.01 (2) 865 1067
9YAN01 4.5 6.8 87.0 �0.01 (3) 616 1299
RIGHEV 6.4 8.5 94.6 0.05 (3) 253 989
RIGMAW 4.6 7.1 98.2 �0.02 (6) 89 1493

KEXYOC 3.4 4.8 92.2 �0.05 (5) 110 522
XIFSIP 3.3 4.3 94.0 0.00 (5) 104 382
UDUSIW 3.4 4.7 96.6 �0.03 (7) 74 377
SIHDET 4.7 7.6 97.1 �0.02 (8) 75 590
EDUZOT 2.2 3.1 97.2 0.04 (6) 108 501
UNEVAK01 4.1 4.9 97.7 0.02 (10) 70 499
CIJWUO 7.4 5.5 98.3 0.41 (3) 784/141 1800
SEZPUJ 4.3 6.3 100 0.12 (11) 81 2930
YIFZAP 7.4 8.2 101 �0.1 (3) 100 1564

1 Notes on structure determinations analysed in this paper are available from
the IUCr electronic archives (Reference: SH5118). Services for accessing
these data are described at the back of the journal.



behaviour on limiting the data to reflections with large or

small values of Aobs. Indeed these data plots of EZEQAB are

‘what one expects’ and what one would hope to obtain in a

satisfactory structure analysis. In a general way, the intensity

data are good, the model provides a satisfactory description of

the Friedel differences and the least-squares refinement has

done a reasonable job in fitting Dmodel to Dobs. Further

comments and results on the least-squares refinement are

presented in x4.1. The structure determinations in FB2008

which follow the same pattern as EZEQAB are given in the

upper part of Table 1. Apart from EZEQAB itself, which has a

low value of Friedifstat, for these compounds the value of

Friedifstat is medium or high. They also have among the lowest

values of RD.

Fig. 2 shows plots of Dobs versus Dmodel for SEZPUJ which

has one of the highest RD values in FB2008. For Fig. 2(a) all

data are presented, whereas for Fig. 2(b) only data with Aobs <

0.1% Amax and for Fig. 2(c) only data with Aobs > 2% Amax are

presented. The value of RA is 6.3% and that of RD is 100%. All

three graphs show data spread along the Dobs axis with a range

of Dobs values that is much greater than that of Dmodel. There is

no sign at all of a scatter of points around a straight line of

slope 1. This scattergram of SEZPUJ is definitely not ‘what

one expects’ and not at all what one wants from a satisfactory

structure analysis. The value of RD (100%) very well reflects

the disagreement between the Dobs and Dmodel values of

SEZPUJ. From the authors’ conventional R values and

FB2008’s RA values, this is a satisfactorily refined structure. It

is unimaginable that further shifts in the atomic parameters

could maintain the agreement between Aobs and Amodel whilst

increasing the values of Dmodel by the factor of 10 necessary

for the required scatter around a line of slope 1 to appear.

Consequently one is driven to the conclusion that the problem

is entirely in the intensity data themselves. These have

produced a satisfactory set of Aobs values whilst at the same

time resulting in Dobs values that are apparently valueless and

lack information on the intensity differences between Friedel

opposites due to resonant scattering. Other structure deter-

minations in FB2008 which follow the same pattern as

SEZPUJ are given in the lower part of Table 1. The

compounds in this class tend to have low values of Friedifstat.

The rest of the structure determinations in FB2008 display

behaviours intermediate between those of EZEQAB and

SEZPUJ and are presented in the middle part of Table 1. The

range of values of Dobs is larger than that of Dmodel but not as

pronounced as in SEZPUJ.

METSIO and TIBCAJ show the behaviour of SEZPUJ for

small values of Aobs and that of EZEQAB for intermediate

and large values of Aobs.

9YAN01, RIGHEV and RIGMAW show the behaviour of

SEZPUJ for small and intermediate values of Aobs and that of

EZEQAB for large values of Aobs.

9BER01 and CIKCUV show the behaviour of EZEQAB

for intermediate values of Aobs. For small and large values of

Aobs, there is a clear tendency for Dobs to be larger than Dmodel.

RIHMUR and PIFDOY show the behaviour of EZEQAB

for small and intermediate values of Aobs. For large values
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Figure 1
Plots of Dobs versus Dmodel for EZEQAB which has RA = 1.2% and RD =
40.2%. (a) Displays all data, (b) data with Aobs < 1% Amax and (c) data
with Aobs > 10% Amax.



of Aobs, there is a clear tendency for Dobs to be larger than

Dmodel.

PEFXII shows the behaviour of EZEQAB for small values

of Aobs. For intermediate and large values of Aobs, there is a

clear tendency for Dobs to be larger than Dmodel.

As an example, Fig. 3 shows the plots for CIKCUV.

As a further check, we also examined other plots of

EZEQAB, TICFIV, SIHDET, SEZPUJ, METSIO and

RIGMAW. For these compounds, plots of Dobs versus Dmodel

were made limiting the data to low and then high values of

sin �/�. These plots looked very much like those for large and

small Aobs, respectively. One is hardly surprised by this result

and there were no other significant features in these plots.

Plots were also made of Aobs versus Amodel on logarithmic axes.

These showed the ordinary appearance of a straight line of

slope 1 passing through the origin. In general there was more

scatter of points at small values of A. EZEQAB appears to be

an exceptionally good data set.

As a reference, it is of interest to have in mind the form of

the Dobs versus Dmodel plot for a centrosymmetric crystal

structure. In this case, all Dmodel(hkl) = 0 although the

Dobs(hkl) will show values different from zero because of

random and systematic effects. Consequently all data points

will be placed at Dmodel = 0 on the Dobs axis. In this way,

centrosymmetric structures look like an extreme case of the

structures in the lower part of Table 1 and have a value of RD =

100%. This statement should not be taken to imply that these

crystal structures are in fact centrosymmetric but only that

their Dobs values are dominated by random and systematic

effects unrelated to intensity differences in Friedel opposites

due to resonant scattering, as is the case for any centrosym-

metric structure.

3. Space-group determination

Current practice in the determination of the space group of a

crystal structure follows that of Looijenga-Vos & Buerger

(2002). Many common software implementations follow this

approach. It proceeds in two stages: (a) analysis of the

equivalence of diffraction intensities to determine the Laue

class of the crystal, followed by (b) analysis of reflections of

negligible intensity to reveal the conditions for reflection (i.e.

identification of space-group-absent reflections) followed by

the assignment of possible space groups. The use in stage (a) of

the Laue class is justified by Looijenga-Vos & Buerger (2002)

by assuming that Friedel’s law is valid even in the presence of

resonant scatterers. This assumption is in fact unnecessary.

The whole of the Looijenga-Vos & Buerger (2002) procedure

is entirely valid if one works with the Aobs(hkl) of the Friedel

opposites of acentric reflections rather than on the

individual intensities |F(hkl)|2obs. In some cases, the procedure

leads to multiple choices for the space group of the crystal,

some of which are centrosymmetric and some are non-

centrosymmetric. Most often, structure analysts use the results

of intensity statistics of the average observed intensity of

Friedel opposites, A(hkl)obs, to attempt to distinguish between

a centrosymmetric and a non-centrosymmetric choice of space
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Figure 2
Plots of Dobs versus Dmodel for SEZPUJ which has RA = 6.3% and RD =
100%. (a) Displays all data, (b) data with Aobs < 0.1% Amax and (c) data
with Aobs > 2% Amax.



group. However, in this approach and that of Looijenga-Vos &

Buerger (2002) and common software implementations, no

use or analysis is made of the D(hkl)obs to differentiate

between the various choices of space group.

We proceed by calculating a value of the Bijvoet ratio

[equation (3)], Friedifobs, from the observed values of A and

D, and comparing it with Friedifstat based on statistical

considerations (see x1). Previous works (Flack & Shmueli,

2007; Shmueli et al., 2008; Shmueli & Flack, 2009; FB2008)

have shown that A and D do not have the same dependence

on sin �/�. It is thus essential, as far as possible, to eliminate

this difference in calculating a value of Friedifobs. Conse-

quently our spreadsheet application (Flack & Shmueli, 2007;

FB2008) was further extended to undertake the calculation of

Friedifstat at values of sin �/� from 0.0 to 0.7 Å�1 in steps of

0.05 Å�1. It is available as supplementary material.2 More-

over, the calculation now includes f 0, the real part of the

resonant scattering contribution. The values of Friedifstat,

r.m.s. D and hAi are tabulated at the above values of sin �/� for

the three radiations Cr K�, Cu K� and Mo K�. Graphs of

Friedifstat versus sin �/� and hAi versus (sin �/�)2, and poly-

nomial fits to these functions are also produced. The plot of

Friedifstat versus sin �/� is shown in Fig. 4(a) for the compound

TIBCAJ. In applying these values to an intensity data set, the

values of the overall scale factor and isotropic displacement

parameter are found from a Wilson plot of log(Aobs/hAi)

versus (sin �/�)2 allowing normalized Aobs values to be

obtained. A scatter diagram of the latter shows them to be

essentially independent of sin �/� (see Fig. 4b) and allows

hAobsi to be evaluated for the normalized values. The values of

Dobs (see Fig. 4c) are preliminarily normalized in the same way

using the same hAi’s, overall scale factor and overall isotropic
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Figure 3
Plots of Dobs versus Dmodel for CIKCUV which has RA = 3.7% and RD = 78.2%. (a) Displays all data, (b) data with Aobs < 0.3% Amax, (c) data with Aobs >
15% Amax and (d) data with 0.3% Amax < Aobs < 15% Amax.

2 A spreadsheet application for the calculation of Friedifstat discussed in this
paper is available from the IUCr electronic archives (Reference: SH5118).
Services for accessing these data are described at the back of the journal.



atomic displacement parameter (see Fig. 4d). However, for the

Dobs a further adjustment is made to allow for the sin �/�
variation of Friedifstat seen in Fig. 4(a). Expressing this

variation as a polynomial, Friedifstat = c0 + c1 sin �/� +

c2(sin �/�)2 + . . . , the preliminary normalized Dobs are

modified to become Dobs/[1 + c1/c0 sin �/� + c2/c0(sin �/�)2].

Although this additional correction reduced the sin �/�
dependence of the normalized Dobs for most of the

compounds in Table 1, some sin �/� dependence was never-

theless visible in the scatter plots of normalized Dobs. The

result for TIBCAJ is shown in Fig. 4(e). Indeed, for a few of

the compounds in the lower part of Table 1 the normalized

|Dobs| increased greatly with sin �/�.

Table 1 shows both Friedifstat and Friedifobs as obtained by

the procedure described above for the compounds in FB2008.

The calculation of these values requires knowledge of the

chemical composition and wavelength together with an

intensity data set containing the Friedel opposites. No struc-

tural model of the crystal is required. In all but one case

(METWIS) the value of Friedifobs is larger than Friedifstat.

This is to be expected owing to the statistical and systematic

uncertainties in the intensity data. The agreement between the

two Friedif values decreases as one passes from the satisfac-

tory data sets at the top of Table 1 to those less satisfactory

ones at the bottom of Table 1. Clearly the value of Friedifobs is

much affected by the statistical and systematic uncertainties in

the intensity data. The value of Friedifstat assumes that the

crystal structure is non-centrosymmetric, does not contain a

centrosymmetric substructure, and the crystal is not twinned

by inversion. For a crystal with a centrosymmetric structure or

a crystal with a non-centrosymmetric structure twinned by

inversion in a proportion of 50:50, the value of Friedifstat is

zero. As a consequence, one may state with some confidence

that:

(a) if Friedifobs is much lower than Friedifstat then the crystal

structure is either centrosymmetric, or non-centrosymmetric

with the crystal twinned by inversion in a proportion close to

50:50;

(b) if Friedifobs is close in value to Friedifstat as judged by the

contents of Table 1, then the crystal is non-centrosymmetric

and the intensity data set is satisfactory; and

(c) if Friedifobs is much larger than Friedifstat as judged by

the contents of Table 1, then the data set is unsatisfactory or

the chemical formula is erroneous.

Consequently analysis of an intensity data set by way of the

values of Friedifstat and Friedifobs provides useful indications

both of the space group and the quality of the intensity

measurements.

Shmueli (2010) has suggested an interesting line of further

development of the above procedure. As it stands, the
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Figure 4
Plots for the compound TIBCAJ. (a) The variation of Friedifstat with sin �/� for the radiations Cr K�, Cu K� and Mo K�. The polynomial representation
of Friedifstat for Mo K� is Friedifstat = 2072.2(sin �/�)3

� 434.19(sin �/�)2
� 23.951 sin �/� + 1269.1. (b) A scatter plot of normalized log Aobs versus

(sin �/�)2. (c) A scatter plot of Dobs versus (sin �/�)2. (d) A similar scatter plot of Dobs values normalized according to the procedure applied to the values
of Aobs. (e) The scatter plot of Dobs values further adjusted to allow for the variation of Friedifstat with sin �/�.



procedure allows the detection of a centre of

symmetry or of its absence to be established but

does not attempt to identify amongst the non-

centrosymmetric subgroups of a Laue class.

However, using the tabulation of Shmueli &

Flack (2009), it is possible to identify classes of

reflections which are centric in one subgroup

but acentric in another. For example, it might

well be possible to use the h0l reflections in the

monoclinic system to distinguish between the

point groups 2 and m.

4. Least-squares refinement

Inclusion of the Flack (1983) parameter for the

determination of absolute structure of non-

centrosymmetric structures alongside the other

crystallographic parameters in least-squares

refinement has been routinely available for over

20 years (Watkin, 1991). Flack & Bernardinelli

(2000) provide a reasoned argument concerning

confidence levels for the interpretation of the Flack (1983)

parameter, and which can be used as a basis for secure

publishable conclusions. Over recent years, a folklore has

emerged which suggested that while Flack & Bernardinelli

(2000) provide rigorous criteria for the interpretation of the

Flack (1983) parameter, the parameter is apparently indicative

over a much larger range of values. This was supported by the

study of 120 samples of known absolute configuration,

containing no atoms heavier than oxygen, and measured with

Mo K� radiation (Thompson & Watkin, 2009).

4.1. AD refinement

In x2 we showed that the ordinary |F|2 least-squares

refinement of EZEQAB (and all the other compounds in the

upper part of Table 1) gave quite satisfactory results. One is

however entitled to wonder if, on changing the conditions of

the least-squares refinement, whether a lower value of RD and

a reduced scatter of points in the Dobs versus Dmodel plot could

be obtained, leading to improved estimates of the atomic and

crystal parameters. We have thus experimented along the

following lines. The weighted sum of squares in a conventional

refinement is given by

S ¼
Pall

hkl

wðhklÞ jFðhklÞobsj
2
� jFðhklÞmodelj

2
� �2

: ð7Þ

As the inverse of equations (1) and (2), |F(hkl)|2 and |F(hkl)|2

may be expressed in terms of A(hkl) and D(hkl) as

jFðhklÞj2 ¼ AðhklÞ þ 1
2DðhklÞ; ð8Þ

jFðhklÞj2 ¼ AðhklÞ � 1
2DðhklÞ: ð9Þ

On collecting the data together into the classes of centric,

unpaired acentric and paired acentric (Friedel pairs) reflec-

tions, using equations (8) and (9), and assuming w(hkl) =

w(hkl) one readily obtains

S ¼
Pcentric

hkl

wðhklÞ½jFðhklÞobsj
2
� jFðhklÞmodelj

2
�
2

þ
Punpaired acentric

hkl

wðhklÞ½jFðhklÞobsj
2
� jFðhklÞmodelj

2
�
2

þ
Ppaired acentric

hkl

2wðhklÞ½AðhklÞobs � AðhklÞmodel�
2

þ k
Ppaired acentric

hkl

1
2wðhklÞ½DðhklÞobs �DðhklÞmodel�

2: ð10Þ

For k = 1 equation (10) is identical to equation (7) if the same

weights w(hkl) are used. However, on increasing the value of k

above 1, the weight of the Friedel-difference intensities

becomes larger and their influence increases. It is not possible

to undertake least-squares refinement to minimize the S in

equation (10) with conventional crystallographic software.

However, with SMTK, the Small Molecule Tool Kit (Sadki &

Watkin, 2011), it is possible to minimize the S of equation (10)

for different values of k. In this way refinements were

undertaken on the compounds WIGWUF, XICNED and

SIHDET for a large range of values of k. In fact, the data for

the refinements included only the paired acentric reflections

whilst the centric and unpaired acentric reflections were

omitted. The results are given in Table 2. All three structures

show the same behaviour. A negligible contribution of the D’s

(i.e. k = 0.01) to the sum of squares S produces the same

residuals as an ‘ordinary’ refinement (i.e. k = 1.0). A large

value of k (i.e. k = 1000) has the effect of diminishing RD and

wR2
D very slightly whilst increasing RA and wR2

A to a greater

extent. For WIGWUF and XICNED, the Flack parameter and

its standard uncertainty were independent of the value of k.

For SIHDET, the Flack parameter and its standard uncer-

tainty changed by 0.03 on changing k. The Dobs versus Dmodel

plots of these three compounds changed only very slightly or

not at all between k = 0.01 and k = 1000. Moreover, the

molecular geometry was very little altered between the low-
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Table 2
Residuals for structure refinements on WIGWUF, XICNED and SIHDET for five values
of k in equation (10).

RA ¼
Ppaired acentric

hkl jAobsðhklÞ �AmodelðhklÞj=
Ppaired acentric

hkl jAobsðhklÞj,

RD ¼
Ppaired acentric

hkl jDobsðhklÞ �DmodelðhklÞj=
Ppaired acentric

hkl jDobsðhklÞj,

wR2
A ¼ f

Ppaired acentric
hkl ½ðAobsðhklÞ � AmodelðhklÞÞ=uðAobsÞ�

2=
Ppaired acentric

hkl ½AobsðhklÞ=uðAobsÞ�
2
g

1=2,

wR2
D ¼ f

Ppaired acentric
hkl ½ðDobsðhklÞ �DmodelðhklÞÞ=uðDobsÞ�

2=
Ppaired acentric

hkl ½DobsðhklÞ=uðDobsÞ�
2
g

1=2.

REFCODE k RA (%) RD (%) wR2
A (%) wR2

D (%)

WIGWUF 0.01 5.0 48.0 6.2 42.5
WIGWUF 1.0 5.0 48.0 6.2 42.2
WIGWUF 10 5.3 47.6 6.7 40.9
WIGWUF 100 7.1 47.1 10.3 38.8
WIGWUF 1000 10.0 47.1 15.3 38.1
XICNED 0.01 2.8 52.6 3.1 44.6
XICNED 1.0 2.8 52.6 3.1 44.6
XICNED 10 2.8 52.5 3.1 44.4
XICNED 100 3.0 52.3 3.4 43.9
XICNED 1000 3.1 52.2 3.7 43.7
SIHDET 0.01 7.5 96.5 8.0 96.4
SIHDET 1.0 7.5 96.5 8.0 96.4
SIHDET 10 7.5 96.5 8.0 96.4
SIHDET 100 7.6 96.4 8.1 96.3
SIHDET 1000 12.0 95.3 13.7 95.0



and high-k refinements. There seemed only to be some slight

modification of the anisotropic atomic displacement para-

meters.

An independent check of the above results was made by

using a slight variant of Parsons’ restraints (Parsons, 2002;

Parsons & Flack, 2004) in the standard least-squares software

CRYSTALS (Betteridge et al., 2003). In this procedure the

complete set (centric, unpaired acentric and paired acentric)

of intensity data is refined by least squares in the usual way

with the inclusion of additional restraints (observations) in the

weighted sum of squares. The additional restraints are none

other than selected contributions to the final term of equation

(10), the weighted sum of the squared (observed � model)

differences of Friedel differences. The refinements were

carried out on XICNED, DOPKID (Harvey et al., 2009) and

MOKXEQ02 (Thompson et al., 2008) using a range of weights

for the Friedel-difference intensities. As with the tests with

SMTK described above, the value of RD was unaffected by

increasing the weights of the Friedel-difference intensities by a

factor of 104.

We conclude from these refinements that the fit to the

observed intensities, and consequently the parameters of the

atomic and crystal model, cannot be improved significantly by

increasing the weight of the Friedel-difference intensities.

4.2. |F|2 refinement, scaling factor and weighting scheme

It is tempting, but incorrect, to think that the problem

revealed in the Dobs versus Dmodel plots of the compounds in

the middle and lower parts of Table 1 might be resolved by

applying an additional scale factor to the Dmodel values. In fact,

in the model of a non-centrosymmetric crystal structure

twinned by inversion, such a scale factor is already available

to the least-squares refinement by way of the Flack

(1983) parameter. It is easy to show that DmodelTðhklÞ ¼

ð1� 2xÞDmodelUðhklÞ, where modelT and modelU refer to a

crystal twinned or not by inversion, respectively, and x is the

Flack (1983) parameter. Consequently, a negative value of the

Flack parameter corresponds to an increase, proportional to

(1 � 2x), in the scale of the DmodelU values. None of the

compounds in Table 1 displayed a negative value of the Flack

parameter of large absolute value corresponding to such an

increased scale factor on the Dmodel values.

In x2, we observed that the data of compound SEZPUJ (and

all those in the lower part of Table 1) have produced a satis-

factory set of Aobs values whilst at the same time resulting in

Dobs values that are apparently valueless and lack information

on the intensity differences between Friedel opposites due to

resonant scattering. To say the least, it is both worrying and

intriguing that the refined value of the Flack parameter

0.12 (11) for SEZPUJ does not reflect the disagreement

between Dobs and Dmodel which is so manifest in Fig. 2. As a

consequence we performed least-squares refinements on all of

the compounds in the lower part of Table 1, starting each

compound at a variety of values of the Flack (1983) para-

meter. In all cases, the value of the Flack parameter refined

slowly but surely to a value close to the published value.

Changing the weights did not change this behaviour. Mani-

festly, the latter corresponds to a converged refinement and

the published values of the Flack parameter are not arbitrary.

It is also of relevance to examine the value of RD as a function

of the value of the Flack parameter, keeping all other para-

meters fixed at their converged values. This is shown in Fig. 5

for five compounds in Table 1. One observes that for

WIGWUF and YIDJIF, which occur in the upper part of Table

1, there is a pronounced minimum of RD at the converged

value of the Flack parameter. However, for SEZPUJ and

YIFZAP, which occur in the lower part of Table 1, there is only

an extremely shallow minimum in the value of RD. The ines-

capable conclusion for these two compounds is that the

published standard uncertainties of the Flack parameter are

very grossly underestimated. CIKCUV, which occurs in the

middle part of Table 1, shows an intermediate behaviour.

The value of the standard uncertainty of a least-squares

parameter is calculated from the diagonal term of the inverse

normal-equations matrix. The normal-equations matrix is

composed entirely of terms which are sums of products (or

squares for the diagonal terms) of derivatives of the squared

structure-factor amplitudes with respect to the model of the

crystal structure. In short, the terms of the inverse normal-

equations matrix are dependent solely on the crystal model

and as such do not reflect the fit of the model to the obser-

vations. It is a common practice, which was certainly applied in

the structure analyses of the compounds in Table 1, to then

scale the standard uncertainties by the value of the weighted

sum of squares as expressed in equations (7) and (10). This

procedure seems to be unsatisfactory for the Flack (1983)

parameter, as it is the only one to be conditioned exclusively

by the final term in equation (10), the weighted sum of

squared differences of the Friedel differences. A more

appropriate calculation needs to be developed.
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Figure 5
Plots of RD (%) versus Flack x for the compounds SEZPUJ, WIGWUF,
YIDJIF, YIFZAP and CIKCUV.



5. Electron-density calculation

The Fourier transform of the electron density of a crystal is the

set of structure factors with amplitudes |F(hkl)| and phases

’(hkl). As the electron density is a real function, these

structure factors have the property that |F(hkl)| = |F(hkl)| and

’(hkl) = �’(hkl). The intensity of the Bragg reflection hkl is

proportional to the square of the structure-factor amplitude.

However, the particular structure factor concerned in the

intensity is not the one derived only from the electron density

but must also take account of the effects of resonant scat-

tering. It follows that to calculate an electron density by

Fourier transformation from experimental intensities, two

steps have to be taken. The first is to correct the observed

intensities for the effects of resonant scattering, and secondly

to assign a phase to the observed structure-factor amplitude.

Both of these calculations are undertaken by referring to an

atomic model of the crystal structure. Larson (1976) gives

details of one procedure for calculating the correction to the

structure-factor amplitude |F(hkl)| of a single crystal, and

Bernardinelli & Flack (1985) extended this calculation to the

case of a crystal twinned by inversion.

In the following we derive the appropriate Fourier coeffi-

cients for the (observed � model) difference electron density

when using A(hkl) and D(hkl). We shall see that, in this form,

the calculation of the electron-density Fourier coefficients is

particularly simple. In the following, a subscript ‘modelR’

refers to a model value incorporating the effects of resonant

scattering (both real and imaginary) and a subscript ‘modelN’

refers to a model value for which the resonant scattering

contributions have been set to zero. The best estimate avail-

able for the contribution of the resonant scattering to Aobs is

(AmodelR � AmodelN). Consequently the amplitude of the

Fourier coefficient for reflection hkl to the (observed �

model) difference electron density is

jF��ðhklÞj ¼ AobsðhklÞ � ½AmodelRðhklÞ � AmodelNðhklÞ�
� �1=2

� ½AmodelNðhklÞ�1=2: ð11Þ

It is important to note that the amplitude in equation (11) is

independent of both Dobs and Dmodel. The appropriate phase

angle for this Fourier coefficient is ’modelN(hkl). On taking

first-order Taylor expansions for the various terms in equation

(11) and simplifying, one finds

jF��ðhklÞj ’ ½AobsðhklÞ�1=2
� ½AmodelRðhklÞ�1=2

valid for

jðAmodelR � AmodelNÞ=Aobsj � 1;

jðAmodelR � AmodelNÞ=AmodelRj � 1:

6. The A- and D-Patterson functions

Our continuing work (Shmueli & Flack, 2010) on intensity

statistics leads us directly to the novel use of the Patterson

function presented in this section. The Fourier transform of A

is known in crystallography as the Patterson function. A

review of Patterson functions relevant to the current article is

that of Rossmann & Arnold (2001), as this deals explicitly with

the Pattersons derived from A and D. As shown in Shmueli &

Flack (2010), based on results of Okaya & Pepinksy (1955)

and Rossmann & Arnold (2001), one may write A and D in

terms of interatomic vectors in the following way,

AðhklÞ ¼
PN
i¼1

PN
j¼1

½ðf o
i þ f 0i Þðf

o
j þ f 0j Þ þ f 00i f 00j � cos 2�

� ½hðxi � xjÞ þ kðyi � yjÞ þ lðzi � zjÞ�; ð12Þ

DðhklÞ ¼ 2
PN
i¼1

PN
j¼1

½ðf o
i þ f 0i Þf

00
j � f 00i ðf

o
j þ f 0j Þ� sin 2�

� ½hðxi � xjÞ þ kðyi � yjÞ þ lðzi � zjÞ�: ð13Þ

The form of the A-Patterson for space groups P1 and P1 is

PAðuvwÞ ¼
2

V

Xhemisphere

hkl

AðhklÞ cos 2�ðhuþ kvþ lwÞ: ð14Þ

As can be seen in equation (12), the A-Patterson comprises

peaks situated at the extremities of the interatomic vectors

(xi �xj, yi � yj, zi � zj) with peak heights proportional to

½ðf o
i þ f i

0Þðf o
j þ f j

0Þ þ f 00i f 00j �. The A-Patterson is centrosym-

metric as the peak height of the vector between atoms j and i is

identical to that between atoms i and j. In most older treat-

ments of the Patterson function both the real and the

imaginary resonant scattering contributions to A were ignored

and an approximate Patterson was calculated directly using

either the individual |F(hkl)|2 or |F(hkl)|2 of the observed

intensities. The use of the Patterson function for crystal

structure solution has now been largely superseded by other

methods.

The Fourier transform of D has never been used in structure

solution but a simulation by Woolfson (see Rossmann &

Arnold, 2001) confirms that it has interesting properties. The

form of the D-Patterson for space group P1 is

PDðuvwÞ ¼
2

V

Xhemisphere

hkl

DðhklÞ sin 2�ðhuþ kvþ lwÞ: ð15Þ

As can be seen from equation (13), the D-Patterson again has

peaks at the extremities of vectors between atoms i and j with

heights proportional to ½ðf o
i þ f 0i Þf

00
j � ðf

o
j þ f 0j Þf

00
i �. This means

that interatomic vectors between atoms of the same

chemical element correspond to peaks of zero height in the

D-Patterson. Moreover the D-Patterson is antisymmetric, as

the peak height of the vector between atoms i and j is the

negative value of that between atoms j and i. For a molecule

with a single resonant atom and a host of equal non-resonant

atoms, the D-Patterson shows an antisymmetric image of the

molecule. The above analysis further shows that there are two

causes making the difference between the intensities of

Friedel opposites small. The first is that f 00 is small compared

to f o. The second is that interatomic vectors between different

atoms of the same chemical element do not contribute to the

difference intensity. We further point out that the D-Patterson
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provides a means of structure validation that is not available

by way of an electron-density calculation, for, as seen in x5, the

latter is independent of the Friedel-difference intensities.

An (Aobs � Amodel)-Patterson evaluated at the end of

structure refinement will reveal missing or superfluous

interatomic vectors in the final structure model. That this

Patterson is preferable to a difference electron-density

calculation may be understood by the bias from the model

introduced into the latter. Firstly, for the difference electron-

density calculation, the phase of the observed structure factor

is arbitrarily set to that of the calculated structure factor

whereas for the calculation of the Patterson, phases are not

required. Secondly, for twinned crystals, for a difference

electron-density calculation, the observed intensities need to

be detwinned using the twin fractions of the model whereas an

(Aobs � Amodel)-Patterson does not require any detwinning.

Thirdly, for the difference electron-density calculation, the

Aobs values need to be corrected for the resonant scattering

contribution as detailed in x5. This again introduces a bias in

the corrected observed quantities. Fourthly, random uncer-

tainties may engender Aobs values that are negative, leading to

problems in taking the square roots in equation (11). In the

same vein, to avoid bias, it may well be of interest to calculate

this (Aobs� Amodel)-Patterson for intensity data averaged only

in the space group P1 and retaining all space-group-absent

reflections. In this way all assumptions as to the crystal’s

symmetry are confined to the model.

As examples, the Aobs-, Amodel- and (Aobs � Amodel)-

Pattersons have been calculated with SMTK (Sadki & Watkin,

2011) for the compounds XICNED and DOPKID (Harvey et

al., 2009) using only the measurements of A(hkl). For

XICNED, at least the first 20 highest peaks of the Aobs- and

Amodel-Pattersons are approximately at the same position with

the same intensity (peak Q1 at the origin has heights of 5267

and 5241; peak Q2 has heights of 480 and 478; and peak Q18

has heights of 328 and 330, respectively). In the (Aobs �

Amodel)-Patterson the first three highest peaks (heights 46.2,

45.9, 34.6) do not occur at the positions of interatomic vectors

in the structure. Peak 4 (height 29.9) occurs at the origin. The

lowest trough has a value of �19.1 and again is not at the

position of an interatomic vector. DOPKID is similar. The first

31 highest peaks of the Aobs- and Amodel-Pattersons are

approximately at the same position with the same intensity

(peak Q1 at the origin has heights of 2336 and 2316; peak Q2

has heights of 577 and 562; and peak Q28 has heights of 151

and 145; the lowest troughs have values of �706 and �708,

respectively). In the (Aobs� Amodel)-Patterson the first highest

peak (height 20.1) is at the origin. The lowest trough (height

�62.7) does not occur at the position of an interatomic vector

in the structure. Such values indicate that the structure

analyses of XICNED and DOPKID are satisfactory. CRYS-

TALS (Betteridge et al., 2003) was used to check these results

on DOPKID and gave essentially the same results as SMTK,

despite the fact that the former uses all reflections (centric,

unpaired acentric and averaged paired acentric) whereas

SMTK uses only paired acentric reflections.

Various Dobs- and (Dobs � Dmodel)-Pattersons have been

calculated for XICNED and EDUZOT. The molecular

structure of XICNED is shown in Fig. 6 and the intensity data

are of good quality as the compound appears in the upper part

of Table 1. The molecule is planar and there is an atom of

iodine (a strong resonant scatterer) in the structure not in the

plane of the molecule. Fig. 7 shows a contour plot of a selected

plane of the positive peaks in the Dobs-Patterson of XICNED.

The atoms of the molecule are clearly visible imaged by the

resonant iodine atom. Fig. 7 is thus a demonstration with real

data that the Dobs-Patterson is capable of showing a complete

image of the molecule as in Woolfson’s (see Rossmann &

Arnold, 2001) simulation. Fig. 8 shows in projection both the

peaks (red) and the troughs (light green) of the Dobs-Patterson

of XICNED, clearly demonstrating its antisymmetric nature.

Also shown in Fig. 8 are the peaks (blue) and the troughs

(brown) of the (Dobs � Dmodel)-Patterson of XICNED. These

are not in positions overlapping any interatomic vector. As a

comparison we show one plot for EDUZOT. The molecule is

roughly planar and the intensity data are of much lower

quality as the compound appears in the lower part of Table 1.

For EDUZOT the Dobs versus Dmodel plot shows the data to be

spread along the Dobs axis with little or no relation between

the Dobs and Dmodel values. Fig. 9 shows a Dobs-Patterson of

EDUZOT in the plane of the molecule. There is no recog-

nizable feature in this Patterson nor in that of the (Dobs �

Dmodel)-Patterson, not illustrated.

We now also present some Patterson maps for cases

where the model has been made erroneous in some way or

another. It is, however, beyond the scope of the present article

to present an in-depth interpretation and study of the

positions and magnitudes of the peaks and troughs in these

various Patterson functions. Fig. 10 shows a composite three-

dimensional view of various Patterson functions for XICNED
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Figure 6
Molecular structure of XICNED in its unit cell.



for which the C9 atom of the model has been displaced by

0.63 Å along a from its refined position. The contour lines are

the peaks of the molecular plane of the Dobs-Patterson, with

the peaks of the (Dobs � Dmodel)-Patterson in blue and those

of the (Aobs � Amodel)-Patterson in mauve. Fig. 11 is a similar

composite three-dimensional view of various Patterson func-

tions for XICNED for a model where the C9 atom has been

removed. The contour lines are the peaks of the molecular

plane of the Dobs-Patterson, with the in-plane peaks of the

(Dobs � Dmodel)-Patterson as grey spheres and those of the

(Aobs � Amodel)-Patterson as red spheres. The C9 atom does

not appear in the (Dobs � Dmodel)-Patterson. In a further false

solution of XICNED, the model has been modified so that

atom N1 has been made into a carbon atom. Fig. 12 shows

the composite three-dimensional view. The contour lines are

the peaks of the molecular plane of the Dobs-Patterson, with

the in-plane peaks of the (Aobs � Amodel)-Patterson as mauve

spheres.

As a final example of an erroneous structure solution, we

present a case of a partial-polar ambiguity (Kuchta & Parkin,

1998). The essence of this pitfall is that a proposed structure

model is essentially correct but a part of the model is inverted

in a point with respect to the true structure. The intensity data

for YINLEM are excellent, like those of EZEQAB. The final

RD value is 43.5% and the data points lie around a line of slope

1.0 with zero intercept in the Dobs versus Dmodel plot. However,

an initial structure solution of YINLEM (Larsonneur et al.,

1994) of low R value showed an image of the Cl atom on the

opposite side of the Au atom to its true position, i.e. at position

0.25, 0.25, 0.21342 instead of 0.25, 0.25, 0.78658. All other
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Figure 9
Contour plot in the plane of the molecule of the Dobs-Patterson of
EDUZOT. There are no recognizable features of the molecular
interatomic vectors in this map.

Figure 7
Contour map of a selected plane of the Dobs-Patterson of XICNED
showing the molecular structure. Only positive peaks are drawn.

Figure 8
A projection of the Dobs-Patterson of XICNED showing both positive
(red) and negative (green) peaks demonstrating the antisymmetric nature
of this function. Also shown are the positive (blue) and negative (brown)
peaks of the (Dobs � Dmodel)-Patterson of XICNED.



atoms were correctly located. It is interesting to note in

passing that the Dobs versus Dmodel plot for the model with the

Cl atom in the wrong position shows more scatter than the one

with the Cl atom in its proper place. Fig. 13 shows a composite

three-dimensional view of various Patterson functions of

YINLEM for a model in which the chlorine atom is in the

erroneous position. The peaks (blue) and troughs (green) of

the (Aobs � Amodel)-Patterson are shown in Fig. 13 with the

peaks (red) and troughs (light red) of the (Dobs� Dmodel)-

Patterson. Such plots reveal the partial-polar ambiguity.

7. The counting of reflections

For the purposes of validating crystal structure determinations

it would be of the greatest help if, for reflections obtained by

merging in the crystal class, that, apart from the total number

of unique reflections, the counts of the following reflections

could be reported: (a) centric reflections; (b) pairs of acentric

reflections where both hkl and hkl have been measured; and

(c) acentric reflections where only one of hkl and hkl has been

measured.

It is of particular interest that reflections in classes (a) and

(c) should not be counted together. One measure of the

quality of the data is the number of reflections in class (c). This

should be as low as possible. Shmueli & Flack (2009) provide a

useful table for the classification of reflections into centric and

acentric classes, as well as general and special classes.

For example, for compound CIJWUO (see FB2008), space

group oP212121, the paper and the CIF state ‘Flack (1983), 780

Friedel pairs’, whilst the Checkcif/PLATON report (http://

checkcif.iucr.org/; Spek, 2003) contains a G-level alert indi-

cating an estimated 391 Friedel pairs for 3120 symmetry

unique reflections and a total number of reflections of 3511. Of
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Figure 12
Patterson functions of XICNED in which the model has been modified so
that atom N1 has been made into a carbon atom. The contour lines are
the peaks of the molecular plane of the Dobs-Patterson, with the in-plane
peaks of the (Aobs � Amodel)-Patterson as mauve spheres.

Figure 11
Patterson functions of XICNED in which the C9 atom has been removed
from the model. The contour lines are the peaks of the molecular plane of
the Dobs-Patterson, with the in-plane peaks of the (Dobs � Dmodel)-
Patterson as grey spheres and those of the (Aobs � Amodel)-Patterson as
red spheres. The C9 atom does not appear in the (Dobs � Dmodel)-
Patterson.

Figure 10
A composite three-dimensional view of various Patterson functions for
XICNED for which the C9 atom of the model has been displaced by
0.63 Å along a from its refined position. The contour lines are the peaks
of the molecular plane of the Dobs-Patterson, with the peaks of the (Dobs

�Dmodel)-Patterson in blue and those of the (Aobs� Amodel)-Patterson in
mauve.



the 3511 symmetry-independent reflections in the CIF file

containing the intensity data, there are 709 centric reflections,

414 pairs of Friedel opposites and 1974 acentric reflections for

which the Friedel opposite was not measured. Whilst 414

Friedel pairs might seem adequate at first sight, one has to

compare that value with 1974 acentric reflections for which the

Friedel opposite was not measured.

8. Concluding remarks

The analysis of a set of data and a crystal structure solution as

developed in the current work relies on the measurement of a

complete set of diffraction intensities, especially one including

all pairs of Friedel opposites. It has been shown how the

scattergrams of Dobs versus Dmodel and the (Dobs � Dmodel)-

Patterson provide useful information for the validation of the

structure analysis. In x6 we briefly mentioned that it might

prove of use to calculate the (Aobs� Amodel)-Patterson from

intensity data that had been averaged for the space group P1

rather than in the space group selected for the structure

solution. Indeed the fact that the intensity file, published as a

supplementary file for Acta Crystallographica B, C and E,

contains data averaged and merged for the point group

selected for the crystal structure solution restricted some of

the analyses that we wished to undertake. Intensity data

merged only for the space group P1 would have been of far

greater use and flexibility.

It has also become apparent through our methods of vali-

dation that whereas all the data sets that we analysed provided

a satisfactory set of average Friedel intensities A(hkl)obs, only

approximately one third of them also provided satisfactory

values of D(hkl)obs. Another one third of the data sets

provided poor D(hkl)obs values which were dominated by

random and systematic effects unrelated to resonant scat-

tering. The final one third of the data sets was intermediate in

their behaviour. The poor D(hkl)obs values are undoubtedly

due to sample preparation, machine alignment, measurement

protocols and data-reduction procedures. There is hence an

urgent need that these be studied in detail and improved.

It often occurs in practice that authors of non-centrosym-

metric crystal structures containing only light atoms are

requested by editors or referees to average intensities of

Friedel opposites. The basis of this request is the perception

that the resonant scattering contribution from atoms lighter

than F is so small as to be insignificant. With the greatest

possible respect for this historical approach, we submit that it

is outdated. An eminently more objective approach would be

to require authors to submit evidence similar to that used in

the current paper to evaluate the real contribution of the

resonant scattering to the observed difference of intensity of

the Friedel opposites.

One aspect of this analysis that we have as yet not

completely resolved is to provide an understanding of why

data sets which provide a poor fit of Dobs to Dmodel never-

theless provide acceptable values of the Flack (1983) para-

meter with its standard uncertainty and in the analysis of

Hooft et al. (2008). The final paragraph of x4.2 explains why

the standard uncertainty is underestimated but does not

provide a more objective method of estimation. The cause of

the apparently acceptable values of the Flack parameter itself

remains a mystery at the moment.

G. Bernardinelli, A. Linden, U. Shmueli and A. F. Williams

are thanked for commenting on a draft version of this paper.
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